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Abstract
We discuss the requirements on a meaning rep-
resentation language for annotating both ver-
bal and non-verbal communicative acts in mul-
timodal interactions, as it impacts both the de-
ployment of annotation efforts and the devel-
opment of corpora reflecting these phenomena.
We argue that Uniform Meaning Representa-
tion (UMR) can be naturally extended to cap-
ture multiple communicative channels in dis-
course, including both language and gesture,
while also encoding the annotation of referen-
tial grounding in situated contexts.

1 Introduction and Related Work

As multimodal interactive systems become more
common and sophisticated, there are increasing
expectations that they will approximate interac-
tions with other humans. Human-computer inter-
action (HCI) and human-robot interaction (HRI)
involve communicating intentions, goals, and atti-
tudes through multiple modalities beyond language,
including gesture, gaze, and situational awareness.
With this interest comes a need for capturing and
representing the data that encodes these different
modalities during such interactions.

Any representation suitable to this task should,
at a minimum, both accommodate the structure and
content of the different modalities, as well as facili-
tate alignment and binding across them. However,
it is also important to distinguish between align-
ment across channels in a multimodal dialogue
(language, gesture, gaze), and the situated ground-
ing of an expression to the local environment, be
it objects in a situated context, an image, or a for-
mal registration in a database. Therefore, such a
meaning representation should also have the basic
facility for situated grounding; i.e., explicit men-
tion of object and situational state in context.

Presently, there are few meaning representation
languages for situated (dialogue) interactions, that

are both adequately expressive of the content and
compact enough for corpus development. There
have been several annotation efforts utilizing Ab-
stract Meaning Representation (AMR) (Banarescu
et al., 2013). Advantages of AMR include its rel-
ative simplicity, ease of annotation, and available
corpora. AMR has been expanded and applied to
multi-sentence settings (O’Gorman et al., 2018),
and to task-oriented dialogues (Bonial et al., 2020).

More recently an extension of AMR, Uniform
Meaning Representation (UMR) has been devel-
oped to be scalable, accomodate cross-linguistic
diversity, and support lexical and logical inference
(Van Gysel et al., 2021). To this end, UMR incor-
porates aspect, scope, temporal and modal depen-
dencies, as well as inter-sentential coreference.

We argue that we can combine multimodal ele-
ments in a single representation for alignment and
grounded meaning. Specifically, we believe that an
enriched version of UMR, which we call Situated
UMR (SUMR), is an ideal representational format
to this end. This allows for an immediate refer-
encing for deictic, pronominal, and underspecified
expressions, as well as a spatial “registration” for
objects in the discourse (and common ground).

A variety of corpora exist that seek to capture lan-
guage and dialogue in a situated environment. How-
ever, existing annotation schemes often fall short of
capturing true situated meaning, instead annotating
distinct channels separately with little guidance as
to how these channels interact to create emergent
meaning (Krishnaswamy and Pustejovsky, 2019).
The SCOUT corpus is an example of a situated,
but unimodal, dataset (Bonial et al., 2020). It intro-
duces Dialogue-AMR to extend and enrich AMR
in support of HRI, in a navigation setting. The
EGGNOG corpus (Wang et al., 2017) is comprised
of video of two participants working on shared
tasks. It is annotated with the annotator-inferred
intent of the gestures, as well as their morphology
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(physical description). However, the annotation is
a label with no grounding. Objects introduced in
one intent are not available in the next; objects are
identified but not referenced or registered.

2 Common Ground in Situated UMR

For the present discussion, we focus on the seman-
tics of integrated multimodal expressions in the
context of task-oriented dialogues. We assume the
model presented in Pustejovsky and Krishnaswamy
(2021) and Krishnaswamy and Pustejovsky (2021),
where a common ground structure (CGS) integrates
both intermodal expressions in the discourse and
the situational anchoring to objects perceived and
referenced in the context. An agent’s communica-
tive act, Ca, is a tuple of expressions from the
diverse modalities involved (e.g., speech S, gesture
G). The CGS embeds Ca within a monad identi-
fying: A the communicating agents; B, the salient
shared belief space; P, the objects and relations that
are jointly perceived in the environment; and E , the
agents’ joint embedding space. Here we focus on a
communication in relation to the perceived context.

Consider Figure 1, where a multimodal com-
mand aligns the linguistic utterance, “That move
there” with an ACTION-RESULT gesture sequence
of “Point Action Point”. This example illustrates
two kinds of gestures: (a) establishing a reference;
and (b) depicting an action-object pair (Kendon,
2004; Lascarides and Stone, 2009).1

Figure 1: Intermodal alignment between linguistic and
gesture dependency structures

Given these assumptions, we introduce a multi-
modal extension of UMR we call Situated UMR

1We adopt the gesture grammar developed in (Pustejovsky
and Krishnaswamy, 2021).

(SUMR), that allows for the representation of both
multiple channels of communication, as well as
the perceptual (object and situational) awareness
present to an agent in the common ground.
(a) (c / cgs

:agent (a / agent)
:agent (a2 / agent)
:perception (b / block)
:perception (l / location)
:perception (l2 / location))

(b) (s1c2 / command-00
:ARG0 a1
:ARG1 (c3 / communicative-act

:gesture (g / gesture-unit
:op1 (d / deixis

:DIR (v / vector)
:OBJ b)

:op2 (a3 / action
:ACT (m / move-01)
:OBJ (i / implicit-role

:op1 "moved")
:LOC (i2 / implicit-role

:op1 "destination"))
:op3 (d2 / deixis

:DIR (v2 / vector))
:OBJ l))

:speech (m2 / move-01
:mode imperative
:ARG0 (i3 / implicit-role

:op1 "mover")
:ARG1 (t / that)
:ARG2 (t2 / there))

:ARG2 a2)

(c) (s1 / sentence
:coref ((a2 :same-entity i3)

(b :same-entity i)
(b :same-entity t)
(l :same-entity i2)
(l :same-entity t2)))

Figure 2: Example SUMR corresponding to the com-
municative act in Figure 1

The example SUMR in Figure 2 has three parts.
First, in (a), the agents and perceived objects are
listed in the CGS (in the example, B and E are
omitted for brevity, but can be included). For each
communicative act, we have a sentence-level UMR
representation (b), with the gesture and speech
modalities labeled. We assume the dialogue act
annotation from Bonial et al. (2020). As with sen-
tences in text and discourse, gestural expressions
can also be sequenced; and, as in multi-sentence
AMR, their corresponding individual representa-
tions can capture the object coreference inherent
in the discourse (O’Gorman et al., 2018). This is
captured in the document-level representation (c).
Details of the alignment of the speech and gesture
expressions are beyond the scope of this poster.

As a platform for multimodal situated dialogue
annotation, we believe that SUMR has some attrac-
tive properties. It is adequately expressive at both
utterance and dialogue levels, while easily accom-
modating the dependency structures inherent in
gestural expressions. Further, the native reentrancy
facilitates both the linking between modalities and
situational grounding to contextual bindings.
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