Can rule-based chatbots outperform Neural models
without pre-training in Small Data Situations?:

A Preliminary Comparison of AIML and Seq2Seq

Md Mabrur Husan Dihyat, Julian Hough

an LA Take a picture to
Queen Mary University of London

download the full paper

TAKEAWAY ANSWER: Yes! Rule-based chatbots using AIML are still safer to use
compared to end-to-end Neural model in situations where only small amount of
data is available without any pre-training. Much more needs to be done!

I NTRO TASKS AIML CHATBOT SEQ2SEQ CHATBOT
1. GREETINGS olf = 71.4% ol f = 71.4%
 While much research has focused on developing and testing chatbot 2. LOGINISSUES | 3/7 =42.8% 17 =14.3%
. . . . 3. MYHR ISSUES 2/11 = 45.5% 311 =27.3%
systems within rule-based and deep learning-based paradigms, few 4. PASSWORD 5/8 = 62.5% 118 = 12.5%
ISSUES
studies compare these two types of system using the same data. 5. PASSWORD 416 = 66.7% 416 = 66.7%
, . REQUIREMENT
 We develop, evaluate and compare the two chatbot paradigms in a 6. AGRESSO ISSUES | 4/6 = 66.7% 56 83 304
real-world scenario: an IT services chatbot at Queen Mary University /- ADDRESS 515 = 00% 215 = 40%
OVERALL 29/50 = 58% 21/50 = 42%

Figure 1: Task completion rate

of London which responds to queries relating to computing issues

Query 1: | [ was trying to change the password but I think I have changed the memorable word as well and
I forgot them
METHODS Response: = . | F ' Hum?fssful
AIML To reset vour password, please visit the password reset manager at [[Anonymized Web- YES
. site]].
1. A CO erS Of 200 querY' response pa|rS WaS gathered frOm the Seq2Seq .Illlgmidjlg}ﬁ? between 12 to 20 characters long contain upper and lower case characters | NO
univerSity IT SerViceS CO”eCted between 2018'2020, from WhiCh 150 guury 2: | Isit possible to access my [[Anonymous Account]] from outside the [[ Anonymised lnsli‘:utiunll.]
Esponse: SUCCessiu
query response pairs were used as training data. SeqzSeq | Yeu you can access ([ Anomymous Account]] wsing vdior diret aceese I you do not have | YES
access to vdr your line manager centre admimstrator will need to raise a ticket for your
2. The Rule-based chatbot was created using Artificial-Intelligence
. . Query 3: | How can I find the [[Anonymous Building]|] building on [[Anonymous Institution]] ~.
Markup Language (AIML)' Based On the user Intents found Whlle Rfil]::r[l*;iw The [|Anonvmous Building || building 15 located in our [[Anonymous Location 1]]. hu?‘:fs;f“l
. . Seq2Seq | You can find the building in our [[Anonymous Location 2]]. NO
analySIng the dataset’ a tOtaI Of ten AIML flles Were Created Where Query 4: | Is it possible to reset the memorable information for myhr
. . o . Response: N Successful
3. For the neural mOdel’ We trained an LSTM (Iong Short-term memOrY) can :th: a ticket and lhflaruuLILmL 'ﬁ'i‘hL‘{.:IIILL[L‘[}'H.LI'[}Il'lf:l.: }-'m||.']:r11h55m-n1|tn;lhuﬁthuu:l-rutﬁm.
Figure 2: AIML and Seq2Seq chatbot r n
Sequence-to-Sequence (Seq2Seq) model on the 150 query-response "7 " T N
pairs in the training data, with the responses identical to the AIML Average | Average | Averagef- | Average | Average | Average -
precision | recall measure | precision | recall measure
templates. The Seg2Seq model has a total of 963,135 trainable Score | score Score | score
Greetings | 0.62 0.69 0.68 0.62 0.69 0.68
parameters. Login Issues | 0.50 0.48 0.48 0.49 0.48 0.48
4. We evaluate the success of the responses to the 50 test set queries ] 949 09 all 046 49 049
automatically using a ROUGE-1 and ROUGE-L comparison to the  Passworai061 1054 055 1059 1053 054
ground truth response (precision, recall and F-1 measure) and also Reassword | 0.60 0.50 0.54 0.67 0.50 0.51
measure human-judged task completion success. Agresso |0I6T 0.64 0.65 0.66 0.62 0.64
SsSuUes
Address | 0.54 0.54 0.548 0.54 0.54 0.548
RES U LTS Figure 3: Rouge scores for AIML
. . . Task ROUGE-1 ROUGE-L
1. Using the first author’s judgement, overall, the AIML chatbot was found =
Aver_age Average Average f- Aver_age Average Average f-
to be approximately 16% more proficient than the Seq2Seq model presoion | °cal | Mmessure | pecision | Tecal | measure
2. In terms of automatic metrics, in most problem types the AIML bot  creetings 0.79 0.73 0.75 0.79 0.73 0.75
. . Login Issues | 0.33 0.23 0.26 0.32 0.22 0.25
outperforms the Seq2Seq model across the metrics in each category MYHR | 0.47 035 0,39 0,30 019 03
. o . . Issues
with two exceptions (Greetings and Agresso issues) reconord 001 Toor oo lots lots  lois
o o Issues
3. The results suggest that with a small amount of data, both in terms of rasswors | 064 - iy e e -
task success and output quality, it is still safer to use a rule-based =™
Agresso | 0.89 0.87 0.88 0.87 0.86 0.86
chatbot with AIML than relying on generalization from an end-to-end issues
Address | 0.554 0.45 0.49 0.554 0.45 0.49

neural model, though no pre-training was used (future work!).

Figure 4: Rouge scores for Seq2Seq




